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Evaluation Goal (from an HCI perspective)

» «Evaluation tests the usability, functionality, and acceptability of an

interactive system»

o According to the design stage (sketch, prototype, ... final)
o According to the initial goals

o Alongside different dimensions

o Using a range of different techniques

» Very wide (and a little bit vague) definition

* Theideais to identify and correct problems as soon as possible




Evaluation Approaches

* Evaluation may take place: * Based on expert evaluation:
o Inthe laboratory o Analytic methods
o Inthe field Review methods

O
. o Model-based methods
* [nvolving users:
O

: Heuristics
o Experimental methods

o Observational methods = Automated:
o Query methods o Simulation and software
o Formal or semi-formal or informal measures

o Formal evaluation with models
and formulas

o Especially for low-level issues



Lab Studies

* |nlab studies, users are taken out of their normal work environment to take
part in controlled tests. They are typically adopted in the early stages of
design (e.g., to compare alternatives, you don’t need a working
implementation).

/b simulation of dangerous environments
b suitable for specific tasks within a system
& lack of context

A unnatural situations leading to biases

& not suitable for all the tasks




Field Studies

* Field studies takes the designer or evaluator out into the user’s work

environment in order to observe the system in action.

bopen nature: the “real” context

/b users are in their natural environment

& low degree of control

¢ higher costs (you need a working implementation)
& longer duration




Expert Evaluations

* Evaluation may be based on expert evaluation:

o Analytic methods

o Review methods

o Model-based methods
o Heuristics

» |tis useful to identify any areas that are likely to cause difficulties because

they violate known cognitive principles, or ignore accepted empirical results

/bit can be used at any stage in the development process
Zhit is relatively cheap, since it does not require user involvement
¢/ it does not assess actual use of the system




Heuristic Evaluation

Experts check potential issues on your design, by referring to a set of heuristic
criteria
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When Is Design Critique Useful?

= Before user testing

o To save effort
o Solving easy-to-solve problems
o Leaving user testing for bigger issues

= Before redesigning
o ldentify the good parts (to be kept) and the bad ones (to be redesigned)

» To generate evidence for problems that are known (or suspected)
o From ‘murmurs’ or ‘impressions’ to hard evidence

= Before release
o Smoothing and polishing




Heuristic Evaluation

» A method developed by Jacob Nielsen (1994)

o Structured design critique

o Using a set of simple and general heuristics

o Executed by a small group of experts (3-5)

o Suitable for any stage of the design (sketches, U], ...)
o Original goal: find usability problems in a design
= A

Iso popularized as “Discount Usability”
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' @ " https://www.nngroup.com/articles/how-
to-conduct-a-heuristic-evaluation/

Basic Idea

» Define a set of heuristics (or principles):

NN/g Nielsen Norman Group m
o a heuristic is a guideline or general principle or rule of
thumb that can guide a design decision or be used to L e e e
critique a decision that has already beenmade. | = How to Conducta Heuristc Evaluation

Summary: Heuristic evaluation involves having a small set of evaluators examine the

= Give those heuristics to a group of experts
o Each expert will use heuristics to look for =
problems in the design —
= Experts work independently
o Each expert will find different problems

= Atthe end, experts communicate and share their findings
o Findings are analyzed, aggregated, ranked

= The discovered violations of the heuristics are used
to fix problems or to re-design
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Heuristics

* Nielsen proposed 10 heuristic rules
o Good at finding most design problems

* |n a specific context, application domain, or for specific design goals ...

o ... hew heuristics can be defined
o ... some heuristic can be ignored




Phases of Heuristic Evaluation

1. Pre-evaluation training

o Give evaluator information about the domain and the scenario to be
evaluated

2. Evaluation
o Individual

3. Severity Rating
o First, individually
o Then, aggregate and find consensus

4. Debriefing
o Review with the design team




Evaluation (1)

* Define a set of tasks, that the evaluators should analyze

= For each task, the evaluator should step through the design several times, and

inspect the Ul elements
o On the real design, or on a preliminary prototype

* At each step, check the design according to each of the heuristics
o 15t step, get a general feeling for the interaction flow and general scope

o 2"dstep (and following), focus on specific Ul elements, knowing where
they fit in the general picture

* Heuristics are used as a “reminder” of things to look for
o Other types of problems can also be reported




Evaluation (I1)

= Comments from each evaluator should be recorded or written

o There may be an observer, taking notes

o The observer may provide clarifications, especially it the evaluator is not a
domain expert

= Session duration is normally 1h — 2h

* Each evaluator should provide a list of usability problems

o Which heuristic (or other usability rule) has been violated, and why
* Not a subjective comment, but a reference to a known principle

o Each problem reported separately, in detail




. = " https://www.nngroup.com/articles/usability-
rJ problems-found-by-heuristic-evaluation/

Evaluation (111)

= Where problems may be found

o Asingle location in the Ul
o Two or more locations that need to be compared
o Problem with the overall Ul structure
o Something is missing
* May be due to prototype approximation
* May still be unimplemented
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What is a Tasks?

= «Ataskis a goal together with some ordered set of actions.» (Benyon)

G I * A state of the application domain that a work system (user+technology) wishes to achieve.
O a e Specified at particular levels of abstraction.

* A structured set of activities required, used, or believed to be necessary by an agent (human,
machine) to achieve a goal using a particular technology.

Ta S k e The task is broken down into more and more detailed levels of description until it is defined in terms
of actions.

e An action is a task that has no problem solving associated with it and which does not include any
control structure.

e Actions are ‘simple tasks’.
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All About Tasks

= Task: the structured set of activities/high-level actions required to achieve a
user goal.

o It says what a person wants to do, not how, and describe a complete goal.

= Often, given a domain, you have a mix of tasks with different complexity

o Simple tasks — common or introductory
o Moderate tasks

o Complex tasks - infrequent or for power/extreme users




Sample Task: To Clean The House (1)

= Steps:
o getthe vacuum cleaner out
o fix the appropriate attachments
o clean the rooms
o when the dust bag gets full, empty it
o put the vacuum cleaner and tools away

= Must know and use different artifacts:

o vacuum cleaners, their attachments, dust bags
o cupboards, rooms
O ...




Sample Task: To Clean The House (1)

= Goals:

o Here your point of view comes in
Removing dust? -> narrow goal
Tidying up the house after a party?
Hosting people for the dinner?
Having a satisfying evening? -> wide goal
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Sample Task: To Clean The House (l1I)

* Pain points:
o Narrow version: Why | need to empty the dust bag?

o Broader version: Why | need a vacuum cleaner to have the house cleaned
up?




Example of Good Tasks

= Service/App: Uber

= Simple task: signaling for a ride
o Isit atask? Why is it simple?

* Moderate task: reach out to the driver to get a forgotten object
o lIsit a task? Why is it moderate?

* Complex task: become a driver for Uber
o Isit atask? Why is it complex?




Example of Bad Tasks

= Service/App: Uber

* Open the app and tap on “Travel”
o Isit a task? Why is it bad?

= Go into your account settings, check the messages, and then send a present
o lIsit a task? Why is it bad?




Multiple Evaluators

= No evaluator finds all problems
o Even the best one finds only ~1/3

= Different evaluators find different

problems

o Substantial amount of
nonoverlap

= Some evaluators find more

problems than others

‘ Unsuccessful

19

Fvaluators

¥ Successful

Hard s = Easy
Usability Problems

16




How Many Evaluators
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17 rate-the-severity-of-usability-problems/

Severity Rating

= We need to allocate the most resources to fix the most serious

problems I e o =
= We need to understand if additional usability efforts are required -
= Severity is a combination of: o

o Frequency with which the problem occurs: common or rare?
o Impact of the problem if it occurs: easy to overcome or difficult?
o Persistence, is it one-time or will it occur many times to users?

uuuuuuuuuuuuuu

= Define a combined severity rating e
o Individually, for each evaluator
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Severity Ratings scale

0 No problem | don't agree that this is a usability problem at all
1 Cosmetic problem only need not be fixed unless extra time is available on project
2 Minor usability problem fixing this should be given low priority
Major usability problem important to fix, so should be given high priority
4 Usability catastrophe imperative to fix this before product can be released
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Combined Severity Ratings

= Severity ratings from one evaluator have been found unreliable, they should
not be used

= After all evaluators completed their rankings

o Eitherlet them discuss, and agree on a consensus ranking
o Or just compute the average of the 3-5 ratings




Debriefing

" Meeting of all evaluators, with observers, and members of the development

team

* Line-by-line analysis of the problems identified

o Discussion: how can we fix it?
o Discussion: how much will it cost to fix it?

* Can also be used to brainstorm general design ideas




Heuristic Evaluation vs. User Testing

* Need to develop software, and

» Faster (1-2h per evaluator)
prepare the set-up

" Results are pre-interpreted (thanks . More accurate (by definition!)

to the evaluators) o Actual users and tasks

* Could generate false positives

= Might miss some problems




Heuristic Evaluation vs. User Testing

» Faster (1-2h per evaluator) * Need to develop software, and
prepare the set-up

" Results are pre-interpreted (thanks . More accurate (by definition!)

to the evaluators) o Actual users and tasks

= Could generatej =2 masitins
= Alternate the methods!

" Might mits'som 0 rind different problems

o Do not waste participants

'E:.i h //Iwww.nngr .com/articl ility-
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10 Nielsen’s Usability Heuristics

NN/g

UX Flexibility &

P PLAYALL

The 10 Usability Heuristics

11 videos + 9,192 views - Last updated on Oct 6, 2019

=

The 10 basic principles for designing a good user
experience: these have remained true for decades, since
they were introduced for heuristic evaluation of user
interfaces. More info:
https://www.nngroup.com/articles/ten-.

#UX #HeuristicEvaluation

NN/g  NNgroup SUBSCRIBE

e

e

Usability Heuristic 1: Visibility of System Status
NNgroup

Usability Heuristic 2: Match Between the System and the Real World

NNgroup

Usability Heuristic 3: User Control & Freedom
NNgroup

Usability Heuristic 4: Consistency and Standards
NNgroup

Usability Heuristic 5: Error Prevention
NNgroup

Usability Heuristic 6: Recognition vs. Recall in User Interfaces

NNgroup

Usability Heuristic 7: Flexibility and Efficiency of Use

NNgroup

Usability Heuristic 8: Aesthetic and Minimalist Design

NNgroup

Usability Heuristic 9: Help Users Recognize, Diagnose and Recover from Errors

NNgroup

Usability Heuristic 10: Help & Documentation
NNgroup

NN /g Nielsen Norman Group

Log into UX Certification

World Leaders in Research-Based User Experience

Home Articles Training & Events Consulting Reports & Books About NN/g
Topics il Teti H
P 10 Usability Heuristics for User Interface Design

Agile
Dg . by Jakob Nielsen on Apil 24, 1994

esign Process Topics: Heuristic Evaluation Human Computer Interaction Web Usability
Ecommerce
Intranets.
Navigation Summary: Jakob Nielsen's 10 general principles for interaction design. They are called

Psychology and UX

Research Methods

User Testing

Web Usability

Writing for the Web

» See all topics

Recent Articles

Unmoderated User Tests: How and
Why to Do Them

Social Impact and Sustainability on
Corporate Websites.

How to Measure Learnability of a
User Interface

Service Blueprinting in Practice:
Who, When, What

Vanity Metrics: Add Context to Add
Meaning

See all articles

Popular Articles
10 Usaility Heuristics for User
Interface Design

When to Use Which User-
Experience Research Methods

Usability 101 Introduction to
Usabiity

Empathy Mapping: The First Step
in Design Thinking

UX Research Cheat Sheet

When and How to Create
Customer Journey Maps

Design Thinking 101

The Distribution of Users
Computer Skills: Worse Than You
Think

UXgaping Methods Compared: A

"heuristics"” because they are broad rules of thumb and not specific usability guidelines.

#1: Visibility of system status SiEeiissiEs

The system should always keep users informed about what is going on, D m E
through appropriate feedback within reasonable time.

(Read full article on visibility of system status and watch 3 min. video on

the visibility heuristic )

#2: Match between system and the real world
The system should speak the users' language, with words, phrases and concepts familiar to the user,
rather than system-oriented terms. Follow real-world conventions, making information appear in a
natural and logical order
(Read full article on the match between the system and the real world and watch 3 min. video on the
real-world heuristic )

#3: User control and freedom

Users often choose system functions by mistake and will need a clearly marked "emergency exit” to
leave the unwanted state without having to go through an extended dialogue. Support undo and redo.

(Watch 2-min. video on the user control heurisic)

#4: Consistency and standards

Users should not have to wonder whether different words, situations, or actions mean the same thing
Follow platform conventions.

(Watch 3-min. video on consistency & standards )

#5: Error prevention
Even better than good error messages is a careful design which prevents a problem frem occurring in
the first place. Either eliminate error-prone conditions or check for them and present users with a
confirmation option before they commit to the action

https://www.nngroup.com/articles/
ten-usability-heuristics/
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“Custom’’ Heuristic Evaluations: Guidelines for Human-
Al Interaction

Guidelines for Human-Al Interaction

1 3 4

2 5
NTIALLY INTIALLY DURING INTERACTION BURING INTERACTION

'DURING INTERACTION.

DURING INTERACTION

Make clear what Make clear haw Time services Show contextually
the system can do well the s, a based on context. relevant
do what i 3 information.

Match relevant
social norms.

Mitigate social
biases.

@ INITIALLY ————— % DURING INTERACTION
T " v o "
WHEN WRONG WHEN WRONG WHEN WRONG WHEN WRONG WHEN WRONG
Support efficient Support efficient Support efficient Scope services Make clear why the
invocation. dismissal. correction. when in doubt. system did what it
an e, o did.

newsed. ooy

oL eruved m i S

OVER TIME

ATIME OVER TIME TME

Remember recent
interactio

Update and adapt Encourage granular
cautiously. feedback.

Convey the Provide global
consequences of controls.

Notify users about

(® OVER TIME

B Microsoft

By Microsoft Research: h
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“Custom’’ Heuristic Evaluations: Guidelines for Human-
Al Interaction

2 EXAMPLE IN PRACTICE

INITIALLY Discover new music from artists we think you'll like.
Refreshed every Friday.

» Play ¢ Shuffle
Make clear how
v Never Not +

well the system Fa N
Can d O What |t The recommender in Apple Music uses

language such as "we think you'll like" to
Can d 0. communicate uncertainty.
Help the user understand how often
the Al system may make mistakes.

Make clear how well the system can 2

do what it can do.
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“Custom’’ Heuristic Evaluations: Guidelines for Human-
Al Interaction

6 EXAMPLE IN PRACTICE
DURING INTERACTION Do you want to meet b}
D & 1]
e c G h him her
Mitigate social L s
qwe T T t y u 1l c

biases.

Ensure the Al system'’s language and The predictive keyboard for Android
behaviors do not reinforce suggests both genders when typing a
undesirable and unfair stereotypes pronoun starting with the letter “h.”

and biases.

Mitigate social biases. 6
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“Custom?’”’ Heuristic Evaluations: Guidelines for Human-
Al Interaction

9 EXAMPLE IN PRACTICE
WHEN WRONG

All Images Videos Maps

Support efficient
5 Including results for keanu reeves.
CO rrect IO n . Do you want results only for keanu reaves?

Make it easy to edit, refine, or When Bing automatically corrects spelling

recover when the Al system is errors in search queries, it provides the

wrong. option to revert to the query as originally
typed with one click.

Support efficient correction. 9




“Custom’’ Heuristic Evaluations: Guidelines for Human-
Al Interaction

16 EXAMPLE IN PRACTICE

\{

Convey the

Disliked
P We'll recommend less like
consequences of
user a Ctl ons. Upon tapping the like/dislike button for
each recommendation in Apple Music, a
|mmediate|y update or convey how pop-up informs the user that they'll receive

user actions will impact future more/fewer similar recommendations.

behaviors of the Al system.

Convey the consequences of user

actions.
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“Custom?’”’ Heuristic Evaluations: Guidelines for Human-
Al Interaction

* Each participant was assigned to an Al-driven feature of a product they were
familiar with and asked to find examples (applications and violations) of each

guideline;

* For each guideline, researchers asked participants first to determine if it
““does not apply” to their assigned feature (i.e., irrelevant or out of scope).

* If relevant, researchers asked participants to provide their examples of
applications and violations of the guideline, rating the extent of the
application or violation on a 5-point semantic differential scale from “clearly
violated” to “clearly applied,” along with an explanation of the rating.

Amershi et al., Guidelines for Human-Al Interaction, CHI 2019, https://dl.acm.org/doi/10.1145/3290605.3300233
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“Custom?’”’ Heuristic Evaluations: Guidelines for Human-
Al Interaction
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License

* These slides are distributed under a Creative Commons license “Attribution-NonCommercial-ShareAlike 4.0
International (CC BY-NC-SA 4.0)”

= You are free to:

o Share — copy and redistribute the material in any medium or format
o Adapt — remix, transform, and build upon the material
o Thelicensor cannot revoke these freedoms as long as you follow the license terms.

= Under the following terms:

o Attribution — You must give appropriate credit, provide a link to the license, and indicate if ghan%gs were
made. You may do so in any reasonable manner, but not in any way that suggests the licensor endorses
you or your use.

OA® ®E

o NonCommercial — You may not use the material for commercial purposes.

o ShareAlike — If ?/ou remix, transform, or build upon the material, you must distribute your contributions
under the same license as the original.

o No additional restrictions — You may not apply legal terms or technological measures that legally restrict

others from doing anything the license permits.

» https://creativecommons.org/licenses/by-nc-sa/4.0/
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