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▪ From design patterns to dark patterns

▪ Dark patterns in social media

▪ Attention-capture dark patterns

Outline
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▪ Design Patterns: well-proven solutions that solve commonly recurring 

problems

o they suggest a specific solution for the specific problem;

o the solution has been tested by others;

o the solution can be reused.

Generating Design Solutions: Design Patterns

Designing for Mindful Human-Computer Interaction
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▪ Design is about solution

▪ Unfortunately, designers often reivent things, so that it is hard to know:

o how things were done before

o why things were done in a certain way

o how to reuse solutions

Design = Solutions

Designing for Mindful Human-Computer Interaction
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▪ Design patterns were first used in architecture 

▪ The idea was introduced by the 

architect Christopher Alexander, who defined a 

design pattern in this way: "Each pattern 

describes a problem that occurs over and over 

again in our environment, and then describes 

the core of the solution to that problem, in such 

a way that you can use this solution a million 

times over, without ever doing it the same way 

twice.

Design Patterns
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▪ They are a way to communicate common design problems and related solutions

o Design patterns are recurring solutions that solve common design problems

▪ They not too general and not too specific 

o use a solution “a million times over, without ever doing it the same way twice”

▪ They are a shared language

o Design patterns are standard reference points for designers

o They allow for debate over alternatives, where merely mentioning the name of a 
design pattern implicitly carries much more meaning than merely the name

o They are readable by non-experts

Design Patterns

Designing for Mindful Human-Computer Interaction
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Design Patterns As a New Literary Form

Designing for Mindful Human-Computer Interaction

▪ A literary form is an agreement between the writer and the reader

o A letter always starts with “Dear …” and ends with some letter closings 
(e.g., “Best regards”)

▪ We can think about design patterns as a new literary form

o They define certain things to be in a certain place with a certain meaning
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Design Patterns Description 
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Design Patterns Balance Forces
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▪ Example: 
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o But like to sit
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Design Patterns Balance Forces

Designing for Mindful Human-Computer Interaction

▪ Design patterns solve a problem of conflicting forces

▪ Example: 

o People are naturally drawn towards light

o But like to sit

▪ Solution:

o Alexander’s Window Seat pattern
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Patterns in HCI
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▪ Each user interface is unique and has its own set of goals and data, but…

o This does not mean that we should force users to learn new conventions to 
operate them!

▪ With UI design patterns, we can accelerate our users understanding of the 

interface

UI Design Patterns
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https://ui-patterns.com/patterns

UI Design Patterns

Designing for Mindful Human-Computer Interaction

https://ui-patterns.com/patterns
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Dark Patterns
Deceptive designs that go against users’ best interests

Designing for Mindful Human-Computer Interaction
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▪ The term “dark pattern” was coined in 2010 by Harry Brignull, a design 

practitioner

▪ The aim was to include all those designs that are deliberately adopted to 

promote choices that are not in the user’s best interest

Dark Patterns

Designing for Mindful Human-Computer Interaction
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▪ Harry Brignull published a gallery of dark patterns on the 

www.darkpatterns.org

▪ He launched an hall of shame campaign on Twitter using the hashtag 

#darkpatterns

Dark Patterns
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http://www.darkpatterns.org/
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▪ Many organizations are moving away from the oppressive terminology typical 

in computer science

o For example from “master/slave” to “parent/child” and from “blacklist” to 
“block list”

▪ In the case of “dark patterns,” the association of “dark” with harm is 

problematic

o it may reinforce the racist heuristic of viewing people with darker skin 
tones as evil (i.e., the “bad is black” effect)

▪ There are nowadays alternative names for dark patterns as well, such as 

deceptive designs

Dark Patterns …or Deceptive Designs

Designing for Mindful Human-Computer Interaction
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▪ Gray et al., The Dark (Patterns) Side of UX Design, CHI 2018, 

https://doi.org/10.1145/3173574.3174108

▪ Mathur et al., Dark Patterns at Scale: Findings from a Crawl of 11K Shopping 

Websites, CSCW 2019, https://doi.org/10.1145/3359183

▪ Gunawan et al., A Comparative Study of Dark Patterns Across Web and Mobile 

Modalities, CSCW 2021, https://doi.org/10.1145/3479521

▪ Mathur et al., What Makes a Dark Pattern... Dark?: Design Attributes, Normative 

Considerations, and Measurement Methods, CHI 2021, 

https://doi.org/10.1145/3411764.3445610

Dark Patterns in HCI

Designing for Mindful Human-Computer Interaction

https://doi.org/10.1145/3173574.3174108
https://doi.org/10.1145/3359183
https://doi.org/10.1145/3479521
https://doi.org/10.1145/3411764.3445610
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Dark Patterns Taxonomies
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Gray et al., The Dark (Patterns) Side of UX Design, CHI 2018, https://doi.org/10.1145/3173574.3174108

https://doi.org/10.1145/3173574.3174108
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Dark Patterns Taxonomies
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Gray et al., The Dark (Patterns) Side of UX Design, CHI 2018, https://doi.org/10.1145/3173574.3174108

NAGGING

OBSTRUCTION

SNEAKING

INTERFACE INTERFERENCE

FORCED ACTION

https://doi.org/10.1145/3173574.3174108
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Gray et al., The Dark (Patterns) Side of UX Design, CHI 2018, https://doi.org/10.1145/3173574.3174108
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Dark Patterns Taxonomies
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Gray et al., The Dark (Patterns) Side of UX Design, CHI 2018, https://doi.org/10.1145/3173574.3174108
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Dark Patterns in Social Media
Unethical design practices in social network services

Designing for Mindful Human-Computer Interaction
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Dark Patterns in Social Media

Designing for Mindful Human-Computer Interaction

Mildner et al., About Engaging and Governing Strategies: A Thematic Analysis of Dark Paterns in Social 
Networking Services, CHI 2023, https://dl.acm.org/doi/10.1145/3544548.3580695

https://dl.acm.org/doi/10.1145/3544548.3580695
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Engaging Strategies
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Mildner et al., About Engaging and Governing Strategies: A Thematic Analysis of Dark Paterns in Social 
Networking Services, CHI 2023, https://dl.acm.org/doi/10.1145/3544548.3580695

Engaging strategies cover dark patterns 
where the goal is to keep users occupied and 
entertained for as long as possible.

https://dl.acm.org/doi/10.1145/3544548.3580695
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Interactive Hook
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Mildner et al., About Engaging and Governing Strategies: A Thematic Analysis of Dark Paterns in Social 
Networking Services, CHI 2023, https://dl.acm.org/doi/10.1145/3544548.3580695

Design mechanisms that use rewarding schemes to keep 
users entertained and spend more time on a service.

Facebook Instagram

https://dl.acm.org/doi/10.1145/3544548.3580695
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Social Brokering
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Mildner et al., About Engaging and Governing Strategies: A Thematic Analysis of Dark Paterns in Social 
Networking Services, CHI 2023, https://dl.acm.org/doi/10.1145/3544548.3580695

Design mechanisms that nudge users to create multiple 
connections with people (e.g. based on similar 
characteristics) while suggesting new people to connect to, 
leading users to share more than they may want to a wider 
public.

Facebook

https://dl.acm.org/doi/10.1145/3544548.3580695
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Governing Strategies
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Mildner et al., About Engaging and Governing Strategies: A Thematic Analysis of Dark Paterns in Social 
Networking Services, CHI 2023, https://dl.acm.org/doi/10.1145/3544548.3580695

Governing strategies describe 
interface designs that navigate 
users’ decision-making towards 
the designers’ and/or platform 
providers’ goals. Essentially, 
these are designed to control or 
govern user behaviour.

https://dl.acm.org/doi/10.1145/3544548.3580695
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Redirective Condition
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Mildner et al., About Engaging and Governing Strategies: A Thematic Analysis of Dark Paterns in Social 
Networking Services, CHI 2023, https://dl.acm.org/doi/10.1145/3544548.3580695

Choice limitations that force users to overcome 
unnecessary obstacles before being able to achieve their 
goals. 

Facebook

https://dl.acm.org/doi/10.1145/3544548.3580695
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Labyrinthine Navigation
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Mildner et al., About Engaging and Governing Strategies: A Thematic Analysis of Dark Paterns in Social 
Networking Services, CHI 2023, https://dl.acm.org/doi/10.1145/3544548.3580695

Nested interfaces that are easy to get lost in, disabling 
users from choosing preferred settings.

This pattern is often seen in social media settings menus.

https://dl.acm.org/doi/10.1145/3544548.3580695
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Decision Uncertainty
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Mildner et al., About Engaging and Governing Strategies: A Thematic Analysis of Dark Paterns in Social 
Networking Services, CHI 2023, https://dl.acm.org/doi/10.1145/3544548.3580695

Dark pattern that confuses users by 
diminishing their ability to assess 
situations, leaving them clueless as 
to what is expected of them or 
what options are available.

TikTok

https://dl.acm.org/doi/10.1145/3544548.3580695
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Attention-Capture Dark 
Patterns 
A focus on engaging and governing practices (even outside SSNs)

Designing for Mindful Human-Computer Interaction
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▪ We conducted a systematic literature review that develops and defines the 

concept of Attention Capture Dark Patterns (ACDPs)

o Definition

o Characteristics and Impacts

o Typology of 11 patterns

Monge Roffarello A., Lukoff K., De Russis L., Defining and Identifying Attention 
Capture Damaging Patterns in Digital Interfaces, CHI 2023, to appear.

Attention-Capture Dark Patterns
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▪ A recurring pattern in digital interfaces that a designer uses to exploit 

psychological vulnerabilities and capture attention, often leading the user to 

lose track of their goals, lose their sense of time and control, and later feel 

regret

▪ The goal of ACDPs is to maximize continuous usage, daily visits, and 

interactions (e.g., clicks, shares, likes, etc.).

▪ They make users more likely to visit a digital service again and click on similar 

types of rewarding content, thus creating a «trap» for the user that enables 

the stakeholder’s goal

Attention-Capture Dark Patterns: Definition

Designing for Mindful Human-Computer Interaction
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▪ Typically, they ACDPs the need for autonomous decision making by 

"automating" processes and functions

▪ Paradoxically, they can improve the usability of a platform:

o user interface improvements and simplifications are sometimes a 
deliberate choice of designers and tech companies to promote a frequent 
and continuous use of technology;

o the trade-off between usability and persuasion is critical, especially when 
there are ambiguities in the designer’s intentions.

Attention-Capture Dark Patterns: Strategies

Designing for Mindful Human-Computer Interaction
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▪ The psychological vulnerabilities exploited by ACDPs can be of various type:

o Variable reward: even the task of predicting an outcome is itself rewarding 
and triggers the release of dopamine.

o Reward depletion: scrolling through posts and videos that you have already 
seen, while hoping for new items to appear.

o Immediate gratification: people generally favor the choice that offers 
immediate gratification, e.g., watching a new catchy video, at the expense 
of long-term goals.

Attention-Capture Dark Patterns: Strategies

Designing for Mindful Human-Computer Interaction
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▪ ACDPs may negatively affect people’s digital well-being

o They promote “digital addiction”

o They undermine users’ attention and productivity

o They undermine users’ sense of agency and self-control

o They result in a later sense of regret

Attention-Capture Dark Patterns: Impacts

Designing for Mindful Human-Computer Interaction
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▪ Take your smartphone or PC and open one of the apps/websites you use most 

often

▪ How many attention-capture damaging patterns are you able to identify? 

https://polito.padlet.org/albertomonge/pattern

Exercise

Designing for Mindful Human-Computer Interaction
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Attention-Capture Dark Patterns: Typology

Designing for Mindful Human-Computer Interaction

• We used everyday language:
o Christopher Alexander advocated for 

patterns that are ‘alive,’ which spark 
inspiration for the designers and 
capture the imagination of the public.

• We focused on patterns leading to 
attentional harms:
o we excluded attention-capture 

patterns more related to financial 
aspects, e.g., countdown timers on 
shopping websites.

• We used specific contexts:
o not all patterns are harmful all of the 

time
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Infinite Scrolling

▪ As the user scrolls down a page, more content 

automatically and continuously loads at the 

bottom.

▪ It decreases the effort required to browse 

content and promotes “endless” usage sessions.

▪ It exploits variable reward techniques.

▪ Common in social media.

Designing for Mindful Human-Computer Interaction
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Casino Pull-to-refresh

▪ When the user swipes down on their smartphone, 

there is an animated reload of the page that may or 

may not reveal new appealing content.

▪ Users may be tempted to refresh compulsively, 

hoping to receive new content.

▪ It exploits variable reward techniques:

o similar to slot machines.

▪ Common in social media (accessed through a mobile 

interface).

Designing for Mindful Human-Computer Interaction
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Neverending Autoplay

▪ A new video is automatically played when the current one 

finishes. There is never a point for the user to stop and 

reflect, and the option to turn off autoplay is hidden or 

non-existent.

▪ Autoplay may be useful in some circumstances, e.g.,  

listening to music on YouTube while working.

▪ It can prolong usage sessions ( «let me see this new video 

and then I will close the app!»).

▪ It exploits variable reward techniques and reduces the 

user’s autonomy.

▪ Common on social media and video-streaming platforms.

Designing for Mindful Human-Computer Interaction
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Guilty-Pleasure Recommendations

▪ They are based on:

o previous user’s interactions (Content-Based);
o preferences of similar users (Collaborative Filtering).

▪ Recommendations are useful if the goal of the platform 

matches the user’s goals (value-aligment problem).

▪ They can become a «trap» for keeping the user’s attention 

on the platform against the user’s will.

▪ They exploit variable reward techniques.

▪ Common on social media and video-streaming platforms.

Designing for Mindful Human-Computer Interaction
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Disguised Ads and Recommendations

▪ Extension of the Brignul’s Disguised Ads.

▪ Ads and recommendations are camouflaged as normal 

content:
o sponsored stories;
o tweets from people that the user is not following (‘you 

might like’).

▪ It likely increases the chances of prolonging usage sessions.

▪ Newsfeeds become a representation of what the social 

network expects will elicit the most clicks based on prior 

behavior, rather that a representation of the user’s 

preferences:
o most users are not able to process such a misalignment!

▪ Common on social media.

Designing for Mindful Human-Computer Interaction
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Recapture Notifications

▪ “if I didn’t have things popping up every 30 minutes 

like ‘this has happened’ I don’t think I would think 

about Facebook.”

Lyngs et al., CHI 2020

▪ Notifications that are deliberately sent to recapture 

the attention of a user who escaped or left a digital 

service for some period of time:
o used as a pretext to make user unlock a device 

and going into apps or websites to engage 
further;

o typically activated by default.

▪ Common on social media, video streaming platforms, 
and messaging applications.

Designing for Mindful Human-Computer Interaction
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Playing by Appointment

▪ Force users to use a digital service at specific 

times as defined by the service, rather than the 

user.

▪ Engineered to encourage users to re-visit a 

digital service to avoid losing the possibility of 

earning something, e.g., points or even the 

ability to progress in a game.

▪ Common on video games (mostly on social 

networks) and social media in general.

Designing for Mindful Human-Computer Interaction
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Grinding

▪ Force users to repeat the same process several 

times to unlock an achievement.

▪ Digital services “consume” the user’s time and 

attention by increasing engagement and 

promising a later achievement, e.g., a new level 

in a video game or a badge on a social network.

▪ Common on video games and social media.

Designing for Mindful Human-Computer Interaction
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Attentional Roach Motel

▪ Extension of the Brignul’s Roach Motel.

▪ Easy to get in, hard to get out:
o it may be exploited to make account settings 

difficult to access, e.g., to hinder the 
possibility of logging out from a digital 
service.

▪ Affect how alternatives are perceived by 

promoting a predefined action:

o may exploit deceptive visualizations that 
leverage the salience bias.

▪ Common on social media.

Designing for Mindful Human-Computer Interaction
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Time Fog

▪ Designers deliberately induce unawareness by 

reducing autonomy of monitoring user time 

spent.

▪ Designed to reduce the possibilities to get 

feedback on the time spent, e.g., by hiding the 

video elapsed time, thus increasing the chances 

of longer usage sessions:

o may exploit deceptive visualizations that 
leverage the salience bias.

▪ Common on video streaming platforms.

Designing for Mindful Human-Computer Interaction
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Fake Social Notifications

▪ Deceive users with false social activities and information:

o digital services that pretend to be real users;
o notifications about activities of unknown people.

▪ Violate the expectation that the received messages should 

actually be from a real person.

▪ May leverage may leverage on our herd instinct bias of 

replicating others’ actions, as well as on the spotlight 

effect, i.e., an egocentric bias that lead us to perform 

behaviors that elicitsocial approval.

▪ Common on video games (mostly on social networks), 

social media, and messaging apps.

Designing for Mindful Human-Computer Interaction
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Fake Social Notifications
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▪ Some material from

o https://hci.stanford.edu/courses/cs147/2022/wi/lectures/16-design-
patterns.pdf

o https://hci.rwth-aachen.de/cthci-ss2020

o https://www.youtube.com/watch?v=aB6us_txi54

▪ Slides on design patterns are from the Human-Computer Interaction course of 

the Politecnico di Torino (http://bit.ly/polito-hci) 

References
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▪ These slides are distributed under a Creative Commons license “Attribution-NonCommercial-ShareAlike 4.0 

International (CC BY-NC-SA 4.0)”

▪ You are free to:
o Share — copy and redistribute the material in any medium or format 
o Adapt — remix, transform, and build upon the material 
o The licensor cannot revoke these freedoms as long as you follow the license terms.

▪ Under the following terms:
o Attribution — You must give appropriate credit, provide a link to the license, and indicate if changes were 

made. You may do so in any reasonable manner, but not in any way that suggests the licensor endorses 
you or your use. 

o NonCommercial — You may not use the material for commercial purposes. 
o ShareAlike — If you remix, transform, or build upon the material, you must distribute your contributions 

under the same license as the original. 
o No additional restrictions — You may not apply legal terms or technological measures that legally restrict 

others from doing anything the license permits. 

▪ https://creativecommons.org/licenses/by-nc-sa/4.0/

License

Designing for Mindful Human-Computer Interaction

https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
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